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Cellular behavior arises from a labyrinthine network of protein-pro-
tein interactions that signal and integrate environmental and internal
cues (7). Although the term "proteome" was coined to simply de-
scribe the full complement of proteins encoded by the genome (2),
proteomics now usually connotes the global dynamics of protein
function, which derives mainly from highly regulated protein-pro-
tein interactions. Numerous signal transduction pathways, often
based on evolutionarily conserved cassettes of associated proteins,
underlie the cellular response to specific stimuli. Such intracellular
signaling proteins are often constructed in a modular fashion of in-
dependently folding domains that bind specific peptide motifs,
phospholipids, nucleic acids, or other small molecules (7). These in-
teraction domains serve to recruit proteins to an appropriate subcel-
lular location and to direct their association with regulators and tar-
gets. In addition, separate proteins involved in common signaling
events are frequently bound to the same scaffolding protein, thereby
increasing the efficiency and specificity with which signals are con-
veyed. Although originally described in the context of signal trans-
duction pathways, protein interactions now appear to organize a
wide range of cellular activities, including protein and vesicle traf-
ficking, the cell cycle, gene expression, protein degradation, and
DNA repair, among others.

Increasingly, understanding the mechanics of individual path-
ways is within our grasp. However, the connections between path-
ways (often referred to as cross talk), the means through which they
functionally compensate for one another, and the modulations that
allow a single pathway to elicit quite different biological responses
in distinct cells have largely eluded understanding. This is due in
part to experimental difficulties in simultaneously monitoring re-
sponses in many pathways, particularly under physiological condi-
tions, and in part to technical limitations in the analysis of protein
networks. Thus, although we have, in principle, all of the pieces of
the cellular puzzle in the form of genome sequence information, we
have little idea as to how the cell functions as an integrated whole. It
is accepted wisdom that the deluge of genomic and proteomic data
will somehow lead to insights into such biological complexity. Here,
we briefly review current and anticipated methods for proteomic
analysis, and comment on the bioinformatics approaches needed to
make sense of the bewildering flux of information through protein-
protein interaction networks.

Proteomic Platforms

Signal transmission; metabolic processes, such as DNA, RNA,
and protein synthesis; and the many specialized functions that
occur within a given cell type are frequently orchestrated by
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multiprotein complexes. Such complexes are subject to cycles
of regulated assembly and disassembly--or even destruction--
and their localization within the cell is often tightly controlled
and essential for their function (7). The events are often regulat-
ed by phosphorylation and by other covalent additions or pro-
cessing that can affect protein interactions, stability, activity,
and subcellular localization. To enable such dynamics, protein-
protein interactions are frequently weak and thus often at the
very edge of experimental detection. Several approaches have
been devised to capture such interactions. The yeast two-hybrid
system, pioneered by Stan Fields (3), has transformed the anal-
ysis of protein-protein interactions through its sensitivity and
ease of use. This now-standard method is based on the ability of
any given protein-protein interaction pair to couple a transcrip-
tion activation domain to a DNA binding domain, and thereby
to drive the expression of sensitive reporter genes in yeast. Vari-
ous extensions of the two-hybrid system, including automated
screens against highly complex libraries, have produced a
wealth of new protein interaction data (4-7). However, there are
some well-appreciated caveats to the method, including its ten-
dency to generate a high level of false-positive and false-nega-
tive results, the fact that it detects only binary interactions, and
the obvious absence of a physiologically relevant context (8).
Indeed, there is surprisingly little overlap in the interactions de-
tected by separate large-scale two-hybrid screens undertaken
with the yeast proteome (8). Ideally, then, one would rather iso-
late native protein complexes from their true biological setting,
followed by direct identification of each substituent. Until re-
cently, this direct biochemical approach was limited to abundant
or extremely stable complexes, or required months of arduous
protein purification in the cold room, or both. But now, a verita-
ble revolution is at hand with the advent of highly sensitive
mass spectrometric identification methods (9).

Protein identification by mass spectrometry relies on the
proteolytic cleavage of proteins into short peptides, ionization
of the peptides either by electrospray (ESI) or matrix-assisted
laser desorption (MALDI), and accurate peptide mass determi-
nation (/0). In the ESI method, the liquid sample is physically
sprayed and rapidly desolvated before entry into a mass analyz-
er, typically a quadrupole, which measures mass by the degree
of deflection under a finely tuned electric field. In the MALDI
method, samples are mixed with a chemical matrix, then ion-
ized by brief laser pulses and mass analyzed in a time-of-flight
(TOF) tube, which measures the time it takes ions to travel a
given distance in a strong electric field (9). For single proteins,
a comprehensive peptide mass map obtained by MALDI-TOF is
often sufficient to unambiguously identify the protein by a
database search of all possible tryptic peptides (/7). However, a
much more powerful method, called tandem mass spectrometry
(MS/MS), introduces the additional step of peptide ion frag-
mentation at the amide bonds, which directly yields protein se-
quence information (/2, /3). Numerous variations of these

Page 1



PERSPECTIVE

steps have been developed; for brevity, we focus only on
the most capable current platforms.

A key factor for unambiguous protein identification is
the quality and accuracy of the mass spectra, particularly
when considering complex protein mixtures from higher
organisms, such as humans. At present, the surest route to
this end is through automated liquid chromatography
(LC)-MS/MS, which separates peptide mixtures over a
steep reverse phase high pressure liquid chromatography
(HPLC) gradient. The peptides are delivered directly from
the column outlet into an electrospray source-equipped
mass spectrometer (/4). The mass spectrometer enables the
detection, selection, and fragmentation of individual
peptides from a tryptic digest. The resultant mass spectra
represent fragments generated from a selected precursor
peptide ion (Fig. 1). Typically, the peptides break at peptide
bonds and therefore the product fragment ions differ in
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mass by the particular amino acid residue liberated during
the fragmentation. Algorithms that interpret the precursor-
product relationship of the MS/MS spectra are then
employed to interrogate DNA and protein sequence
databases to identify the protein from which the peptide
originated (Fig. 2) (1/0). With current technology, proteins

Fig. 1. A peptide fragmentation spectrum obtained by qTOF analysis.
m/z is the ion mass to charge ratio. The amino acids are indicated in
one-letter code.

LC-MS/MS
Reverse

phase column
u\ L — —_—
B/ ’ A lons

Pumps

Auto sampler Electrospray ion source

Quadrupole for lon trap for mass selection
ion focusing and fragmentation

g > i

lon detector

Fragment spectra

Database search

Fig. 2. A schematic of liquid chromatography-tandem mass spectrometry (LC-MS/MS).

can be readily identified down to a limit of approximately 100
fmol loaded onto a polyacrylamide gel by LC-MS/MS (9).
Several competing mass spectrometric technologies are on
the horizon. In a method referred to as Orthogonal MALDI-
quadrupole TOF (O-MALDI-qTOF), the MALDI ion source re-
places the conventional electrospray ion source (15, 16). This
decouples the MALDI ion source from the TOF mass analyzer,
so that peptides can be selected for MS/MS by a quadrupole
and transmitted to a collision chamber for fragmentation, as in
an electrospray instrument (Fig. 3). This approach yields good-
quality MS/MS spectra and has the important advantage of
trapping the samples in the solid phase matrix, which simplifies
sample handling and is therefore amenable to automated high
throughput analysis. Another nascent approach involves adapta-
tions of Fourier Transform Ion Cyclotron Resonance Mass
Spectrometry (FT-ICR-MS) and allows the analysis of mixtures
containing thousands of peptides with extremely high accuracy
(17). In FT-ICR-MS, peptide ions are constrained within an
intense magnetic field and display a measurable resonance be-
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havior at precise frequencies related to their mass-to-charge ratio
(Fig. 4) [reviewed in (/8)]. The amplitude of the signal generated is
proportional to the number of ions in the sample and Syka et al.
(18) recently described a hybrid instrument that accumulates ions
upstream of an FT-ICR-MS analyzer that is able to characterize pep-
tides present in low attomolar amounts (/9). The highly accurate
masses obtained by FT-ICR-MS allow very low tolerance thresholds
during database searches and greatly improves the selectivity of pro-
tein identification with a minimum number of peptides identified
per protein. When coupled with automated sample preparation, the
O-MALDI or FT-ICR-MS methods are capable of making thou-
sands of protein identifications per day per instrument, with little
user intervention.

Isolation of Signaling Complexes

All mass spectrometric methods are necessarily limited by the
initial biochemical step of protein complex purification, an area
that lags far behind the technological sophistication of the mass
spectrometers themselves. The balance between complex purity and
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Fig. 3. A schematic of orthoganol matrix-assisted laser desorption quadrupole time-of-flight (O-MALDI-qTOF) analysis.

contamination by nonspecific background proteins forms the yin-
yang of protein complex isolation. Delicate complexes tend to fall
apart under all but the very mildest conditions. Inevitably, though,
such conditions lead to high levels of background caused by non-
specific adsorption to the affinity resins and to tube and tip surfaces
encountered during complex isolation. Currently, protein complexes
are typically captured in simple one- or two-step purification proce-
dures. Expression of a recombinant, tagged protein of interest in
transfected cells allows re-

tent by using columns made of isolated protein domains, which
are often more amenable to high-level expression, but these in
turn may be susceptible to nonphysiological interactions. In
sum, there is no perfect method for complex isolation, so an ob-
vious need exists for new capture methods and surface
chemistries to minimize losses during complex isolation.

At present, reliable identification of individual constituents
usually requires polyacrylamide gel separation of the protein
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that can be expressed in suf-
ficient yield, cell or tissue
lysates can be passed over a
protein affinity column that
selectively retains interacting proteins before stringent elution from
the column (20).

Each approach has its strengths and weakness. Affinity tag-
ging has the advantage of allowing complex assembly to occur
in the living cell, but suffers from the constraint of transfection
in cultured cells. At present, the direct antibody approach is
hampered by the lack of high-affinity antibodies to most pro-
teins, especially antibodies that efficiently precipitate protein
complexes. The protein affinity column approach can detect
weak interactions directly from primary cell culture or tissues,
but many proteins of biomedical interest are large and difficult
to express. The latter problem can be circumvented to some ex-
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Fig. 4. A schematic of Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR-MS).

complex. This step serves not only to resolve multiprotein
complexes into isolated subunits, but also yields qualitative
information on subunit stoichiometry and the degree of the
inevitable background contamination. A cost of the gel step is
incomplete recovery of peptide fragments after digestion and an
overall sample loss due to liquid handling. Soon, though, gel
separation will be replaced by "gel-free" methods that directly
digest the complex on the capture resin. The limitation in gel-
free analysis has been the ability to deconvolve the complex
spectra generated by multiprotein mixtures. At least for abun-
dant complexes, such as the 26S proteasome (21), the gel-free
approach is now feasible. One simple potential solution to the
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background contamination problem is high-throughput analysis
of many different protein complexes under uniform isolation
conditions, which empirically defines background binding,
thereby allowing specific signals to be discerned.

Global Protein Interaction Networks

An ambitious and now attainable goal is a comprehensive protein
interaction map of the human proteome. If, as now seems likely, vir-
tually all facets of cellular function are controlled through the as-
sembly of proteins into specific complexes, the global analysis of
protein interaction networks provides an approach to discerning the
cell's functional organization. Aside from needing more mass spec-
trometry firepower, a current bottleneck to achieving this goal is the
lack of a unified, complete set of human complementary DNAs
(cDNAS) in appropriate expression vectors. This problem is not triv-
ial, given the difficulty in obtaining full-length cDNA clones for
many genes. A number of academic groups and companies have as-
sembled large collections of mammalian cDNAs, both mouse and
human, but none of these clones are in expression-ready format, nor
are the collections anywhere near complete. To rectify this situation,
an industry-academia consortium called FLEXgene (for Flexible
Expression) has been formed under the leadership of Ed Harlow and
the Harvard Institute for Proteomics (http://www.hip.harvard.edu/).
The primary aim of FLEXgene is to assemble a fully sequence-vali-
dated set of all human cDNAs in a recombinational cloning system,
such that large clone sets can be moved into any desired expression
system with ease. The cost of this project, which is already well un-
der way, is estimated at over $100 million over a period of three
years. In the meantime, systematic proteomics in mammalian sys-
tems will have to rely on a ragtag collection of expression constructs
in various formats.

A tremendous amount of information stands to be gained by as-
sembling protein interaction networks from more tractable model
eukaryotes, such as yeast, for which complete sets of affinity tagged
proteins already exist [for example, see (22)]. The evolutionary con-
servation of many cellular functions will allow human interaction
networks to be deduced from those of model organisms. Converse-
ly, much of the increased complexity in cells of higher eukaryotes
apparently results not from a wholesale increase in numbers of
genes and proteins, but the incorporation of new interaction do-
mains and motifs into preexisting proteins, thereby endowing them
with additional connections and functions.

Equally important, lessons regarding the structure and dynamics
of complex protein networks will be learned first from analysis of
model proteomes (23). One issue concerns the very definition of a
protein complex. In a sense, proteins form "valence" shells of sec-
ondary interactions, tertiary interactions, and so on. Presumably,
these higher order interactions will connect and coordinate all as-
pects of cellular behavior. Just how to define these boundaries and
discriminate them from nonspecific background has not yet been
tackled. Here again, the blanket approach of one-pass, high-
throughput analysis of all complexes in the cell may reveal com-
pelling connections that may otherwise have been overlooked.

Finally, there is the issue of combinatorial protein function and,
in metazoans, the critical problem of tissue specificity. The number
of proteins encoded by the human genome seems inadequate to the
task of building a complex organism, despite the fact that alternative
splicing and posttranslational modifications greatly increase the
number of protein isoforms. One resolution to this conundrum may
be that proteins function in combination with one another (that is to
say, in protein complexes) and that the same protein may associate
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with different combinations of partners in distinct cells, or in re-
sponse to distinct signals, yielding a variable biological output. This
promiscuity could greatly expand the information content of the
proteome, but will also complicate its analysis. As one example, a
series of modular proteins, each with multiple protein-protein inter-
action domains, has been implicated in the control of epithelial cell
polarity and in asymmetric cell division, two processes that appear
crucial for the organization of tissues and organs in animals. In
Drosophila, these proteins assemble into complexes that control cell
fate, but the nature of the interactions and thus the effect on cell di-
vision differ from one cell type to another (24). Most of these pro-
teins (for example, PAR-3, PAR-6, Numb, and DIg) are conserved
in vertebrates, which are likely to exhibit more complex ways of

regulating cell polarity and asymmetry.

Signaling Dynamics

Perhaps the most important aspect of proteomics to understand is
how the protein circuitry is switched from state to state. Protein
complexes are often continuously remodeled at numerous levels, in-
cluding subunit composition, subcellular localization, and associat-
ed enzymatic activities. More often than not, complex formation is
controlled by numerous phosphorylation events, although other
forms of posttranslational modification, including proteolytic
processing, acetylation, methylation, glycosylation, prenylation,
sulfatation, polyadenosine diphosphate (poly-ADP) ribosylation,
and covalent attachment of small protein modifiers, such as ubiqui-
tin, can dramatically affect protein interactions. The systematic
detection of protein phosphorylation remains a challenge for current
mass spectrometric methods, in part because phosphoserine and
phosphothreonine residues are very labile and often lost during the
peptide fragmentation step. However, advances in MS intrumenta-
tion and approaches involving the chemical modification of peptide
phosphoamino acids suggest that the global analysis of cellular
phosphoproteins may be attainable (25-27). Applications of these
techniques on a proteome-wide scale, and having the bioinformatics
tools to facilitate the interpretation of such complex data, may
provide measures of cellular physiology, which would be of enor-
mous benefit in assessing and comparing cellular states. For exam-
ple, an ability to compare such phosphoprofiles between diseased
and normal tissues or those treated or not with drug candidates may
be a powerful method to diagnose and treat disease in a patient-spe-
cific fashion.

Protein microarrays are another promising emergent method for
systematic detection of protein interactions (28). This approach is
analogous to DNA microarrays in that individually purified proteins
are spotted at high density on a solid support, which is then probed
with any other protein or compound of interest. Proof-of-concept re-
sults for peptide and small molecule binding have been obtained for
protein arrays corresponding to the entire yeast proteome (22). Sim-
ilarly, enzymatic assays have been carried out with systematic arrays
of all yeast kinases (29, 30). Obstacles to these types of array-based
approaches include the ever-present background issue for complex
protein mixtures, the limited amounts of protein that can be cap-
tured for detection, and the enormous range of physicochemical
properties displayed by proteins.

Databases and Modeling: Assembling the Whole from
the Parts

Suppose for the moment that all relevant protein interaction da-
ta were in hand--how would one visualize such a vast network,
much less use the data set to predict cellular behavior? Before
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modeling efforts can begin, a unified database that captures all as-
pects of interaction data is needed, essentially as a Genbank equiva-
lent for functional interactions. To this end, several database systems
are under construction, as reviewed recently (37). The Biomolecular
Interaction Network Database (BIND) is based on a flexible ASN.1
architecture designed in anticipation of the coming flood of pro-
teomics data (http://www.bind.ca/). BIND is currently supported
through joint government and industry programs and will be ac-
cessible as a fully open public database through an initiative
called Blueprint (http://137.82.44.24/). Another advanced col-
lection, the Database of Interacting Proteins (DIP)
(http://dip.doe-mbi.ucla.edu/) now holds over 2600 protein in-
teraction records parsed from the biomedical literature (32). A
number of commercial databases with varying degrees of free
access have also been constructed (37). In the long term, it will
be critical that a uniform standard, or at least cross-platform
compatibility, is implemented.

As mentioned above, most of the proteins involved in signal
transduction and other forms of information transfer in the cell
are constructed in a modular fashion from interaction domains
and catalytic domains (7). It is possible to identify such interac-
tion domains based on their primary sequence (33) and to
assess their ligand-binding properties through the use of degen-
erate peptide libraries [for example, see (34)]. This approach
allows the prediction of protein interactions based primarily on
primary sequence information (35) [see Scansite
(http://cansite.bidmc.harvard.edu/cantley85.html)]. Such
predicted networks can then be compared with experimentally
determined interactions using tools incorporated into BIND and
other databases (31).

Given the complexity of biological systems, it is not surpris-
ing that most efforts at mathematical modeling of cellular
behavior are fraught with faulty assumptions and amount to
little more than a mathematical description of empirical obser-
vations. Obviously, sound data is the first requirement for
meaningful modeling. This in itself is a huge hurdle, particular-
ly since biological systems exhibit a range of behaviors, from
straightforward Michaelian responses to highly complex
nonlinear responses, including ultrasensitivity and phenotypic
buffering, or the resistance to changes in phenotype arising
from cellular perturbations (36-37). Many crucial decisions
made by the cell may integrate signals that vary from state-to-
state by twofold or less, yet at the same time such states may
also be highly resistant to large changes in a single parameter.
Despite the obvious impediments to successful modeling, some
sound efforts have already been made to model the dynamics of
carbon source utilization and cell cycle control in yeast (40, 41).
It goes without saying that any attempt to model cellular behav-
ior as a whole must incorporate all other available large scale
datasets, including microarray-based expression profiles,
models of protein structure from structural genomic analysis
(42), genomewide mutational analysis (43-45), and systematic
genetics (46).

The Immediate Future

Emergent technological breakthroughs in mass spectrometry
will soon permit relevant protein interactions and posttransla-
tional modifications in any given biological response to be
comprehensively identified. In combination with large-scale
mapping of protein-protein interactions, we can expect
assembly of the dynamic networks that control cellular behavior
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to emerge over the next decade. In combination with systematic
efforts to define gene-gene interactions and transcriptional pro-
files, a complete map of cellular wiring will emerge. The use of
a standardized database for data archiving and modeling, by
both academia and industry, will be crucial to maximize returns
on large-scale experiments. Creative application of this knowl-
edge base is expected to herald a new era in biology, the
transition from a blind process of random archiving to engineer-
ing and systems analysis of the cellular machine.
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