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Protein-protein interactions as a target for drugs in
proteomics

Protein-protein interactions play a central role in numerous processes in the cell and
are one of the main fields of functional proteomics. This review highlights the methods
of bioinformatics and functional proteomics of protein-protein interaction investigation.
The structures and properties of contact surfaces, forces involved in protein-protein
interactions, kinetic and thermodynamic parameters of these reactions were consid-
ered. The properties of protein contact surfaces depend on their functions. The contact
surfaces of permanent complexes resemble domain contacts or the protein core and it
is reasonable to consider such complex formation as a continuation of protein folding.
Characteristics of contact surfaces of temporary protein complexes share some simi-
larities with active sites of enzymes. The contact surfaces of the temporary protein
complexes have unique structure and properties and they are more conservative in
comparison with active site of enzymes. So they represent prospective targets for a
new generation of drugs. During the last decade, numerous investigations were under-
taken to find or design small molecules that block protein dimerization or protein(pep-
tide)-receptor interaction, or, on the contrary, to induce protein dimerization.
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1 Introduction

Protein-protein interaction is a common mechanism
responsible for functioning of numerous physiological
processes in the cell; it may be also responsible for the
development of pathological processes (for example, Alz-
heimer’s and prion diseases) [1–3]. The protein-protein
interaction is regulated by different environmental condi-
tions (temperature, pH, ionic strength etc.) and cell
mechanisms (by enzymes, covalent modifications, non-
covalent ligand binding etc.) [4–8].

Depending on the stability and mechanism of protein-pro-
tein complex formation, all complexes can be subdivided
into temporary (nonobligate, short-living) complexes and
permanent stable complexes: proteins are native in oligo-
meric structures only [9]. They are characterized by differ-
ent structure and properties of protein interfaces involved
in the complex formation. The formation of permanent
complexes may be considered as a continuation of pro-
tein folding, so their surface properties are similar to the
protein core or domain interface [10]. The properties of
temporary complex interfaces are unique for each inter-
acting pair of proteins and can be considered as ana-
logues of active site of the enzyme [11].

At present protein-protein contact areas are considered
to be new prospective drug targets. The numerous phys-
iological and pathological cell processes depend on pro-
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tein-protein interactions, which can be influenced by
external compounds. The modern way to design new
physiological active compounds consists of three main
steps: identification of a prospective target, investigation
of its properties and design of a corresponding ligand. So
in this article we have considered structure and properties
of protein-protein contact surfaces, thermodynamic and
kinetic parameters of protein-protein interaction reac-
tions, the methods of computer prediction and functional
proteomic validation of contacted pairs of protein, and
recent progress in design of compounds capable of mod-
ifying the protein-protein interaction.

2 Protein-protein contacts: Structure,
composition and forces

The contact surface area of protein-protein interfaces
consists of complexes of 6–30% of the monomer surface
area and may vary from 550–4900 Å2. The average value
of the contact surface of monomers is about 800 Å2

[12, 13]. Analysis of these surfaces revealed an increase
in the number of arginine, histidine, asparagine, trypto-
phan, tyrosine and serine [13, 14] and hydrophobic amino
acid residues [12, 15, 16].

Analysis of distribution of secondary structures in the
interface areas gave the following order: random coil
(47%) � �-helix (36%) � �-sheet (17%) [12]. The architec-
ture of permanent complex interfaces is similar to the pro-
tein core exhibiting limited sets of protein folding patterns.
The distribution of secondary structures in the interface
of temporary complexes showed larger variability and
resembles exterior protein surfaces with the exception
of higher quantity of helix [17].

The main factors responsible for the protein-protein inter-
actions are steric, hydrophobic and electrostatic inter-
actions and hydrogen bonds. Analysis of protein contacts
revealed that their interface surfaces are quite comple-
mentary to each other [12, 13]. The degree of comple-
mentarity depends on the type of protein interaction.
Permanent complexes exhibit highest complementarity,
whereas temporary complexes are characterized by
lower complementarity and antigen-antibody complexes
have the lowest complementarity [10, 12, 13]. Usually
protein interfaces in protein complexes contain some
cavities; their surfaces represent about 10% of total inter-
face surfaces.

The major contribution of the hydrophobic forces to the
protein-protein interaction has been demonstrated in
numerous studies [17–19]. The average values of contact
surface hydrophobicity usually represent a mean of the
hydrophobicity of the protein core and its surface [12,

17]. The hydrophobic regions in the contact interfaces
are organized as patches. The number of such patches
may vary from 1–15; their sizes are within 200–400 Å2

[20]. Contribution of hydrophobic interaction is higher in
permanent complexes than in temporary complexes
[12]. However, the temporary complexes of membrane
proteins, such as cytochrome P450 2B4, cytochrome b5,
NADPH-specific flavoprotein in contrast to water soluble
proteins, are formed by hydrophobic interaction of their
membrane parts [15, 16]. In the case of enzyme inter-
action with peptide inhibitors or substrates the contacted
interfaces may have hydrophilic surfaces [12, 21].

Electrostatic forces are the other significant forces in-
volved in protein-protein interactions [21–24]. The charge
density varies from 0–12 charged groups per interface
surface [25]. As a rule, the desolvation cost of the charged
groups is lower, since they have favorable interactions
with other charges and hydrophilic residues surrounding
them [24]. The modern viewpoint suggests the electro-
static complementarity of interacting protein surfaces,
instead of charge complementarity [26]. It was proposed
that the electrostatic force could promote formation of
encounter complexes [27, 28] and defines the lifetime of
complexes [4].

The average number of hydrogen bonds is proportional
to the area of subunit surfaces: one bond per each
100–200 Å2 [12] or about 10 bonds per interface [25, 29].
The major proportion of the hydrogen bonds is formed by
side chains of amino acids (about 76% of all hydrogen
bonds). The hydrogen bonds in protein interfaces are
usually not in the optimal position, so they “are normal or
weak in term of energetics” [25]. Some hydrogen bonds
are formed between protein contact surfaces and water
molecules located near them [18, 25]. Contrary to hydro-
gen bonds formed between protein surfaces, the protein-
water hydrogen bonds are “good” ones [25].

Water molecules are frequently present at the complex
interfaces [14, 19, 30]. The number of the water molecules
usually varies from 1–50 [14]. They surround the contact-
ing interfaces or are buried in them [14, 31]. In the latter
case, they are located in the cavities of the protein inter-
faces [32, 33]. They form hydrogen bonds with protein
groups and other water molecules, resulting in aqueous
networks along the protein interfaces [25, 30, 32]. Inter-
face water molecules could stabilize the protein com-
plexes by forming additional hydrogen bonds, by inter-
acting with charges, and by increasing shape and charge
complementarity [25, 30, 31].

Usually, complex formation is accompanied by various
structural changes. These changes were denoted as
“induced-fit” effects [34–37]. Protein-protein interaction
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can induce changes in the position of side chains of
amino acids, motion of the main chain (especially if it is a
loop), or domain [12, 14, 34]. It was shown that the rear-
rangement in the protein backbone appeared due to low-
energy conformational changes, which enable H-bond
formation and packing the amino acid residues [38]. The
temporary complexes are formed by prefolded proteins,
so they have limited conformational freedom for optimi-
zation of the subunit structures. It results in formation of
cavities, the presence of water molecules at the complex
interfaces, nonoptimal hydrogen bond geometry [25, 32,
33] etc.

The distribution of forces of protein-protein interaction
over contact surfaces is not chaotic. The permanent com-
plexes have hydrophobic surfaces at their interfaces,
which insignificantly differ from the protein core [10].
Analysis of morphology of protein-protein interfaces of
the temporary complexes showed that they can be sub-
divided into two types. The first type represents the inter-
faces with a well defined hydrophobic core surrounded
by a ring of polar groups [31]. Water molecules are usually
located in these rings [14, 31]. The second type of protein
interface has the mixed short hydrophobic patches, polar
groups and intersubunit hydrogen bonds [31]. Water
molecules are located in the cavities of the protein inter-
faces [25, 31]. Monomers forming the temporary com-
plexes are existing either in polar solution or in the bound
state in the complex. In the latter case, they interact with
each other, and their contact areas are shielded from
the environment. In this case the hydrophobic surfaces
are more optimal. In the polar solution they should be
hydrophilic enough to avoid nonspecific aggregation,
and whenever possible to shield the hydrophobic area of
contact surface from the solvent. This is achieved by
arrangement of the charged and polar groups around the
hydrophobic area or by decreasing large continuous
hydrophobic patches by “dissemination” of polar groups.

3 Thermodynamics and kinetics of
protein-protein interactions

The formation of the protein-protein complex may be
written as:

A� B��kon

koff

AB (1)

where kon is the second-order rate constant for the asso-
ciation reaction and koff is the first-order rate constant for
the dissociation reaction. Their ratio is the equilibrium
constant for association (Ka) or for dissociation (Kd)
according to the law of mass action that is usually written
as:

A� � B� �
AB� � � Kd � 1

Ka
� koff

kon
(2)

although the use of the values of activity of reactants
instead of their concentrations is more correct.

The interrelationship between the main thermodynamic
parameters characterizing complex formation, such as
Gibbs free energy (�G), enthalpy change (�H), entropy
change (�S), can be described by the following equa-
tions:

�G = �RT lnKd (3)

�G = �H�T �S (4)

where T is absolute temperature, �G is standard free
energy change, R is gas constant. The free energy of
protein-protein complex formation is linked to the equili-
brium constant or affinity by Eq. (3). So it is possible to
estimate the �G value by determining the Kd value. The
Kd values for protein-protein complexes are within the
range 10�4�10�14 M, which corresponds to �G values
of 6–19 kcal/mol [38].

Changes of Gibbs energy are related to changes of en-
thalpy (�H) and entropy (�S) (Eq. 4). Change of enthalpy
depends on hydrogen bond formation, electrostatic and
van der Waals interactions, whereas the change of en-
tropy component depends on changes of freedom state
of the system, which consists of three interacting parts
such as conformation, solvent and association entropy.
Conformational entropy is often subdivided into back-
bone and side chain contributions [39]. The backbone
conformation entropy dominates in protein folding, and
often it has very modest contribution to protein-protein
interactions when backbone changes are minor [13]. The
main contribution of the conformation entropy in the pro-
tein-protein interaction is usually the side chain compo-
nent [39]. The other important components of entropy
are the solvent and association entropy. Protein-protein
complex formation leads to release of water molecules
from the surfaces of the protein interface into the solvent;
this results in an increase of solvent entropy [39]. Protein
complex formation is accompanied by a reduction of the
translational and rotational freedom of partners that
results in a change of association entropy [39]. When the
net entropy change is positive, the protein-protein inter-
action is entropy-driven reaction; in the opposite case,
the enthalpy is the primary driving force of the interaction.
The analysis of 69 complexes showed that in 31 cases the
enthalpy is favorable but the entropy of association is
unfavorable [13]. There are 18 cases where association
is driven by entropy and enthapically opposed. In the
remaining 20 cases both enthalpy and entropy favor
association [13]. At different temperatures, the leading
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driving force of protein-protein interaction in one com-
plex can be different [40]. In most cases, the effects of
enthalpy and entropy are opposite. This leads to enthal-
py/entropy compensation that results in small changes in
�G values [39].

When proteins form tight complexes, kinetic measure-
ment of Kd is preferable to equilibrium methods. As
showed early the dissociation constant (Kd) represents
the ratio of dissociation (koff) and association (kon) rate
constants. Typical Kd, kon and koff values vary from
10�6 to 10�14 M, from 104 to 108 M�1s�1 and from 103 to
10�7 s�1, respectively. Usually point mutations at inter-
face surfaces reduce the affinity of the complex. As a
rule a mutation results in increasing koff values and a
minor effect on kon values [38, 41].

The relationship between equilibrium and rate constants
depends on the mechanism of protein-protein interaction.
The simplest mechanism is a one-step reaction, when
proteins form a complex without conformational adapta-
tion to each other (equation of reaction is the same as
Eq. 1). In the opposite case, two- or multistep mechan-
ism, when complex formation is accompanied by con-
formational changes of monomers, the reaction may be
written as:

A� B��k1

k�1

AB� ��k2

k�2

AB (5)

where AB� is an intermediate complex before conforma-
tional changes. Then the Kd value is:

Kd � k�1

k1

k�2

k2
� K1K2 (6)

In this case k2 must be larger than k�2 and this shifts
the reaction to the right. When conformational changes
are faster (in comparison to intermediate complex disso-
ciation, i.e. k2 �� k�1), Eq. (5) reduces to Eq. (1). Some-
times the minimal reaction scheme for bimolecular
complex consists of five steps [42]. So the fit between
kinetic and equilibrium data depends on a scheme that
better represents the mechanism of protein-protein inter-
action.

It is tempting to subdivide the process of protein-protein
interaction into two possible mechanisms responsible for
complex formation and stabilization. The first might
underline the protein recognition followed by subsequent
complex stabilization due to direct docking of protein
monomers. In this case long-distance electrostatic forces
determine the oriented factor. However, at this stage the
thermodynamic barrier exists and the complex formation
constant must be below the diffusion-limited constant
(kD). The second mechanism represents only random
collisions of the proteins monomers (kon � kD) with sub-

sequent fixation of the complexes formed, which allows
overcoming a high thermodynamic barrier. Complex for-
mation is especially favorable when kon � kD and koff �
�. Formally this situation is realistic in the case of perma-
nent complexes. In the reality it is much more complex
because their formation appears to be a continuation of
the folding of three-dimensional structures and cannot
be evaluated by such simple thermodynamic considera-
tions.

Numerous data suggest that the recognition and specific-
ity require the directed forces of interaction such as
hydrogen bonds and electrostatic forces, whereas the
binding energy is probably also determined by hydro-
phobic forces [2, 19, 33, 43–53]. It is also suggested that
the most binding energy is related only to several amino
acids from the interface, so called “hot spots” [54–57].
Thus, the same forces are involved in protein-protein
interaction, protein folding and ligand-receptor inter-
action. The dominant factor for permanent complex for-
mation is the hydrophobic force as for protein core fold-
ing. Thus such complex formation has some similarities
with folding process. On the other hand, the various
forces participate in formation of the temporary com-
plexes and those properties of the contact surfaces are
more complex.

4 Methods of bioinformatics and functional
proteomic investigation of
protein-protein interactions

The methods for investigation of protein-protein inter-
action based on physicochemical approaches, including
site directed mutagenesis or chemical modification of
amino acid groups participating in such interaction, were
discussed in many early reviews [58–61]. Here bioinfor-
matic and functional proteomic methods allowing us to
predict and validate protein complexes formation are dis-
cussed. There are predictions of interacting proteins
based on bioinformatic genome analysis and validation
of predicted complexes with the help of the two-hybrid
system, combination of optical biosensors and mass
spectrometry (“fishing”) etc.

4.1 In silico prediction of protein-protein
interactions

These methods revealing interacting proteins use cross-
genome comparisons applied for gene annotation.
These methods include well known and new approaches:
annotation by sequence similarity, phylogenetic profil-
ing, metabolic pathway mapping, gene neighbor and
domain fusion analyses.
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Annotation by similarity is based on finding of homo-
logues of the query protein in the annotated protein data-
bases using pair-wise local sequence alignment. Several
proteins from the organism under study may share signif-
icant similarities with proteins involved in complex forma-
tion in other organisms. Most subunits of protein com-
plexes were annotated in such a way. A typical example
is prokaryotic transcriptase. The genes encoding chains
of transcriptase are conserved in all sequenced bacterial
genomes that allow annotation of them as components
of transcriptase functional complex in Mycobacterium
tuberculosis as well [62].

Use of phylogenetic profiling for searching of proteins
involved in common metabolic pathway or complex for-
mation (so called “functionally linked proteins”) is based
on the suggestion that such proteins must be jointly pre-
sent or jointly absent in different organisms. A phylo-
genetic profile describes an occurrence of a certain pro-
tein in a set of organisms. If two (or more) proteins have
identical (or similar) phylogenetic profiles, it may be sug-
gested that these proteins are functionally linked [63].

Another method for detection of functional linkages be-
tween proteins is the gene neighbor method. If in several
genomes the genes encoding certain proteins neighbor
on the chromosome DNA sequence, these proteins
tend to be functionally linked [63, 64]. Eisenberg and co-
authors [63] reported that this method correctly identifies
functional links among eight enzymes involved in the
pathway of arginine biosynthesis in M. tuberculosis. This
method is mainly suitable for prokaryotic genome analysis.

Fused domain analysis suggests that two (or more) sepa-
rate proteins in one organism are functionally linked (and,
most likely, forming the complex) if they correspond to
different domains of one protein in an other species [63].
An example of fused domain protein is cytochrome
P450BM-3. It includes cytochrome P450 102 and NADPH-
cytochrome P450 reductase domains, whereas usually
cytochromes P450 and NADPH-cytochrome P450 reduc-
tase are separate proteins that interact with each other
[65]. Also a group of enzymes involved in peptidoglycan
biosynthesis in bacteria is a good example. These genes
are often found as clusters in certain bacteria, and two of
them are actually fused in Chlamydia pneumoniae [64].
Domain fusion phenomenon is quite widespread: more
than 6800 probable protein-protein interactions were
found in Escherichia coli by domain fusion analysis [66].
For this reason domain fusion is frequently mentioned in
various investigations for genome annotation [67]. Re-
cently, a similar approach was proposed. It is based on
the treatment of protein as a set of conserved domains,
where each domain is responsible for a specific inter-
action with another one [68].

Metabolic pathway mapping can also help in searching
for interacting proteins. In many cases it may be sug-
gested that enzymes form temporary complex if they
catalyze coupled reactions [69].

The methods mentioned above usually produce some
false-positive and false-negative results. Therefore, the
joint employment of these methods is recommended to
improve the prediction reliability [63, 70]. The main rea-
sons of method-independent inaccuracies of predictions
are insufficient experimental data on protein-protein inter-
actions. The incompleteness of genome annotation and
errors of gene recognition also may result in wrong pre-
dictions of protein-protein interactions. Recently two
methods for assessment of accuracy of the protein inter-
action detection were also proposed [71]. The methods
discussed above can aid in the drug discovery. Currently
they are mostly used in computer-aided target selection
for antimicrobial drug design [64, 72].

Protein binding sites can be mapped onto target protein
sequence by similarity with its closest homologues, in
which location of such sites is known. Multiple sequence
alignment is commonly used for this purpose [73]. The
most favorable case is the availability of a 3-D structure
of the complex of close homologue with its partner. Then
it is possible to carry out molecular graphic analysis of
known complex and to design the investigated complex.
In this case residues involved into interaction can be
revealed more correctly than by sequence analysis only.
Finally, it should be noted that the prediction produced
by methods of sequence analysis of protein-protein inter-
actions is usually hypothetical and requires experimental
validation.

4.2 Yeast two-hybrid system

One of the most commonly used approaches allowing
determination of pairs of interacting proteins in vivo is the
yeast two-hybrid system [74, 75]. For more than a decade
this method with numerous variations has been success-
fully employed for investigating protein-protein, protein-
RNA and protein-DNA interactions. It can be used for the
analysis of particular complexes and construction of a
network of protein interactions. This method is logic con-
tinuations studying transcribe activators. Site-specific
transcribe activators frequently consist of two separate
domains: DNA-binding (BD) and transcribe-activator
(AD). In the original scheme of the two-hybrid system,
two hypothetically interacting proteins are designed in
hybrid proteins bound with BD and AD, respectively. Two
hybrid proteins BD-X and AD-Y are jointly expressed in
the yeast line carrying a specific DNA site for the tran-
scribe activator. The site is located in the area limiting
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5’-end of a gene, whose expression can easily be de-
tected in growing yeast (reporter gene). Interaction of
proteins X and Y restored the structure of the transcribe
activator, this results in reporter gene transcription and
specific phenotype of cells, respectively.

The yeast two-hybrid system is frequently used both for
determination of interaction between already known pro-
teins and for screening of genome libraries i.e. for reveal-
ing partners of interaction of certain proteins. This system
can be used for characterizing protein-protein interaction
network by extensive screening of each protein ex-
pressed in eukaryotic cell [76]. Recently, numerous mod-
ifications of this method were proposed. One of them
involves the use of gene of the third protein (Z), which is
separately expressed and is intended for selection of
yeast clones, in which the interaction of this protein
with proteins X and Y occurs. The alternative scheme
means a participation of protein Z in the prevention of
the X-Y complex formation [77]. The next modification
is a three-hybrid system. SenGupta and coauthors [78]
proposed to use RNA for investigation of RNA-protein
interactions. In this method two RNA domains interact
with BD and AD hybrid proteins.

A reversible two-hybrid scheme was offered for selection
of mutations of medicinal compounds competing for
binding sites of the other proteins in the cell. Vidal and
coauthors [79] used URA3 gene as the reporter gene.
This gene activation is lethal when yeast growth is in a
medium containing 5-fluoro-orotic acid. Protein-protein
interaction and reporter gene activation leads to cell
death. Dissociation or inhibition of complex results in
colony formation. This two-hybrid system can be used
for high-throughput screening of ligand inhibition or also
for dissociating of such complexes.

The classic yeast two-hybrid system has several limita-
tions, since some proteins (for example, membrane
proteins) cannot be reconstructed in the nucleus, or
additional factors are required to modify expressed
proteins to facilitate complex formation. For investiga-
tion of membrane protein-protein interaction, alternative
nontranscribe two-hybrid systems (cytoplasmic loca-
tion) are applied. Johnson and Varshavsky [80] have
proposed a cytoplasmic two-hybrid system, which can
be used for screening of membrane protein interactions.
The system consists of a small protein (76 amino acid
residues), ubicvintin, whose binding to other proteins in
the cell is a signal for proteolysis. Chimeric proteins
fused with ubicvintin are quickly destroyed in vivo by
ubicvintin-specific proteases. The C-end of ubicvintin
(Cub) is linked with reporter protein and hypothetical
proteins participating in the interaction. The N-end of
ubicvintin (Nub) is linked with another protein. The

interaction of two proteins results in ubicvintin com-
plementarity and its proteolysis with release of reporter
protein.

Many eukaryotic proteins are exposed by significant
post-translated modifications that are important for their
main function. In this case the employment of a two-
hybrid system is limited by the absence of modifying
enzymes in Saccharomyces cerevisiae. For example, if
protein-“bait” is a component of signalling pathway, the
post-translated modifications often form a site of recogni-
tion that is necessary for protein interactions in cascade.
For proteins of the tyrosine phosphorylation cascade this
problem is solved by coexpression of tyrosine kinase in
S. cerevisiae (variant of three-hybrid system) [81, 82].
The two-hybrid system, associated with membrane,
employs proteins from the Ras signalling pathway [83].
The original two-hybrid system is based on activation of
transcription by RNA polymerase II (PolII) [84].

Protein-bait and small peptide (� 16 amino acid residues)
are also used in the two-hybrid system for revelation of
minimal conservative sequence necessary for interaction
[85]. Using peptides is ideal for research of genetic net-
work complexes and is already applied for studying pher-
omone action [86, 87]. At present alternative methods for
estimation of interaction of macromolecules in vitro are
used. The methods allow detection of protein-protein
interactions by employment of translation in vitro and
plotting of products on solid-phase are described. For
example, PISA technology (protein in situ array), which
allows expression of proteins by PCR products and a
acellular system of translation. This method is success-
fully used for studying protein-protein interaction [88]. A
method of creation of high-density protein chips with
c-DNA expressing libraries in E. coli has been developed.
These biochips are used for monoclonal antibody selec-
tion, their synthetic analogues (aptomers, affibody etc.)
and also for revealing new partners of protein-protein
interactions and in complex experiments for transcrip-
tional and proteomic mapping [89].

An approach for identification of protein-protein interac-
tions in yeast is described by Shevchenko et al. [90]; the
initial step of this approach is in catching partners on
solid-phase with immobilized proteins; protein identifi-
cation (participating in binding) is carried out by MS/MS.
The authors note, that agreement between this method
and those of the two-hybrid system does not exceed
14% and this approach is considered as complementary
to the existing ones. But the main technology, which will
compete with the two-hybrid system in future, is the com-
bination of biomolecular interaction analysis (BIA) with
mass spectrometry.
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4.3 Combination of BIA and MS analysis for
functional proteomics

Combining these two analysis systems reveals the iden-
tify of multiprotein complexes, sites of protein interaction
and determine rate constants of formation and dissocia-
tion of these complexes. These combined methods are
based on surface plasmon resonance (SPR-BIA) or reso-
nant mirror (RM-BIA) optical biosensor with different
types of MS [91–94]. The more popular optical biosensors
(OB) are SPR-biosensor BIAcore (Biosensor, Uppsala,
Sweden) and RM-biosensor IAsys� (Affinity Sensors,
Cambridge, UK). Sensor chips of these devices are
represented by a glass prism with a gold layer in the
case of SPR or with a waveguide in the case of RM.
The upper surface of the chip is the bottom of the reac-
tion cell. Immobilized on this surface ligate (low or high
molecular weight compound) interacts with its partner
ligands added in solution, which induce ligand/ligate
complex formation. This complex formation changes
the refractive indices, which are registered by resonant
laser angle position. Such biosensors allow to definition
of ligand concentration in solution at the range up to
10�10�10�12 M in real-time regime and to measure
kinetic constants of formation and dissociation and to
calculate such thermodynamic parameters as Kd and
�G. By measuring temperature of these parameters, it
is possible to calculate other thermodynamic values
such as �H, �S and estimate the contribution of ener-
getic and entropic factors in complex formation and
decay. BIA enables registration processes of formation
and dissociation of binary and multicomponent com-
plexes in real-time without labels [95]. For example, it
was shown that proteins of cytochrome P450-containing
mono-oxygenase system from various sources (micro-
somal fraction, mitochondria or bacteria) are able to
form both binary and ternary complexes. The driving
forces for complex formation of biomembrane proteins
were hydrophobic ones. In the case of water soluble pro-
teins, both types of interaction, hydrophobic and electro-
static interaction, play crucial roles as well as at the
decay of formed complexes [16, 22, 96, 97].

Combination of BIA methods with the most efficient MS
technique for protein identification has allowed the crea-
tion of the “fishing” approach, which is very promising.
By using different types of MS the bound proteins and
their complexes could be identified very easily in the
same manner as proteins after chromatography and
electrophoresis [98, 99]. Sonksen and coauthors [100]
reported that myoglobin from the mixture of proteins was
isolated by immobilizing antimyoglobin antibodies. In our
laboratory immobilizing isatin binding proteins were iso-
lated from mitochondrial detergent solubilisate [101]. By

immobilizing monoclonal antibodies, HBsAg was discov-
ered in serum of patients with hepatitis B [102, 103]. MS is
the most effective method for identification of proteins
and these complexes [104]. This method is characterized
by very high resolution (10�15�10�18 M) and rate. The
combination of optical biosensor with MS allows identifi-
cation of proteins or their complexes formed on the bio-
sensor surface.

There are two ways to transfer the probe from optical bio-
sensor to mass spectrometer. The sensor-chip surface
with immobilized protein or a protein complex is analyzed
directly in the mass spectrometer. MALDI is usually used
for this purpose [91, 94] or the proteins or their complexes
removed from the biosensor surface and moved into the
mass spectrometer. This can be done on-line by using an
intermediate chromatographic column and electrospray
ionization (ESI) of the probe [93]. The use of biochips
adsorbing spectra of proteins from multicomponent
serum of the patients in norm and pathology with sub-
sequent comparative analysis of protein profiles on MS
can be helpful for early diagnosis of cancer [105]. There-
fore tandem BIA-MS may be considered useful methods
for diagnosis of diseases.

5 Protein-protein interaction as drug target:
myth or reality?

The formation of permanent protein complexes can be
considered as the prolongation of folding of these pro-
teins. The ultimate folding of subunits occur as the part
of such complex formation [10, 106, 107]. So this type of
complex is less interesting for drug design. The folding
procedure itself may be interesting as the drug target
[59]. On the other hand, the structure and properties of
protein interfaces of the temporary complexes have a
dual nature. They share similarity with the protein core
and a resemblance to the enzyme active site surfaces.
High specificity of the interaction of proteins suggests
complementarity of dimer subunits and therefore distribu-
tion of their unique properties over protein interfaces.
These protein regions can be used as targets for new
drug design.

During recent years several results support the validity
of such an approach. The cell reaction can be modified
by induction or prevention of protein-protein interac-
tion. So investigations for designed compounds were
directed in both directions. The compounds that in-
duce protein interaction were called dimerizers [108–
110]. Agents preventing this process are inhibitors of
dimerization and antagonists of peptide/protein recep-
tors [111–117].
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5.1 Dimerizers

Many cell signalling pathways are initiated by protein-pro-
tein dimerization. The main idea of dimerizer is induction
of interaction between two proteins by small molecules
that lead to activation of the cell signalling pathway. Since
dimerizers must interact with two separate proteins, they
consist of three parts: two anchor groups interacting with
the proteins and a long linker between them. Now the
most prevalent dimerizer is FK1012 (nontoxic lipid-solu-
ble dimeric form of the drug FK506), but other anchor
groups are also used [108, 109, 118–120]. Linkers consist
of 5–16 atoms [121, 122]. The concentrations required for
induction of dimerization by such compounds vary in a
relatively narrow range of 1–10 nM [121, 123]. The effec-
tiveness of dimerizers depends on the anchors affinity
[122] and the length of the linkers [121, 122]. At present
these systems are used only in the laboratory. Dimerizers
can induce cell proliferation [124], transcription [118, 121]
and apoptosis [121, 123]. It is proposed to use these
systems in gene therapy. Potentially, in clinical practice
dimerizers can be used for induction of cell proliferation
[124], or for elimination of the transferred gene product
and genetically modified cells by dimerizer-inducing
apoptosis [121, 123].

The universality of such systems may have important
advantages. The same dimerizer can be used for many
purposes since its action depends on the constructed
target (wild protein with binding domain of dimerizer). For
increasing selectivity it is proposed to design the anchor
part for the mutant binding domain to exclude the cap-
ability of dimerizer binding to normal cell proteins contain-
ing wild-type domain [125, 126].

5.2 Inhibitors of dimerization

The most famous example of inhibitors of dimerization
(ID) is low weight inhibitors of receptors that have pep-
tides as ligands [2]. Interaction of the protein(peptide)
hormones with their receptors is followed by interaction
of hormone-receptor complex with other proteins of the
signal transduction cascades. Modification of all these
interactions can be employed to change cell metabolism.
For example, different peptides that terminate all stages
of the cascade induced by light adsorption by rhodopsin
were identified [117]. There are many examples of suc-
cessful design of effective nonpeptide ligands for differ-
ent types of peptide(protein) receptors: vascular endothe-
lial growth factor receptor [127], somatostatin receptor
[128], neuropeptide Y receptors [129], thromboxane A2
receptor [130], protease-activated receptors [115, 131,
132].

Numerous investigations were done in attempt to design
the IDs for proteins possessing stable domains, which
interact with receptors [114, 133–138]. Some proteins
act as oligomer complexes, so IDs may prevent formation
of the active dimer. Such inhibitors have been discovered
for three HIV enzymes (protease, reverse transcriptase,
invertase) [117, 139–141], ribonucleotide reductase [142],
DNA polymerase of herpes simplex virus [143], human
gluthatione reductase [144], phosphatidylinisitol 3-kinase
[145] etc.

Most discovered IDs are peptides resembling dimer inter-
faces. The activity of such inhibitors (expressed as IC50 or
Ki values) vary from low nanomolar [146, 147] to micromo-
lar concentration range [117, 148, 149]. Using site-
directed mutagenesis or methods of combinatorial chem-
istry it is possible to improve inhibitory activity of peptide
IDs by optimizing their amino acid composition and
sequence [117, 139, 147, 150]. The peptidomimetic mole-
cules or small organic molecules were also recognized as
IDs [117, 148, 151, 152].

The most studied protein for ID design is the HIV protease
[117, 139, 146, 147, 153, 154]. It was initially found that
peptides corresponding to the N- and C-termini of HIV
protease inhibit its activity. The second step consisted in
discovery of synthetic peptides with more potent inhibi-
tory activity [117, 154]. These peptides combined by flex-
ible linkers have inhibitory activity up to IC50 = 25 nM [117,
153, 154]. Inhibitors with rigid linker (“molecular tongs”)
were less active (Ki about 0.56–4.5 �M) [139]. The high in-
hibitor potency was shown for lipopeptides containing
peptide, linker and lipid (Ki in the low nanomoles range)
[146]. Recently the nonpeptide inhibitor of HIV-1 protease
dimerization was designed [155].

In addition to their ability to prevent protein dimerization,
some IDs can also cause dimer dissociation. Thus it was
found that the imidazole derivative, clotrimazole, induced
dissociation of inducible nitric oxide synthase into sub-
units in the absence of L-arginine and tertahydrobiop-
terin, whereas other derivatives prevented dimerization
only [148]. The fungal metabolite, tryprostatin A, induced
reversible disruption of the cytoplasmic microtubule
assembly of 3Y1 cells [149]. Peptides, inducing dissocia-
tion into monomers of HIV-1 protease and integrase were
also found [156, 157].

Protein-protein interactions have a great potential as a
new class of targets for novel drugs. The inhibitors of
dimerization can be applied both for modification of
regulator processes and for prevention of formation of
the enzyme active form. It is possible to design IDs for
numerous cell systems, but, from our point of view, they
can be very useful for design of antibiotic, antiviral and
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antiparasitic drugs. There are two favorable features of
IDs for these classes of drug. Design of antibiotic binding
to active site of enzyme of the pathogen organism can be
limited by high structural similarity between the human
and the pathogen enzymes, whereas the greater struc-
tural variability of protein-protein interfaces may supply a
target for the effective differentiation between the host
and pathogen enzymes [158]. The second favorable
feature of IDs concerns the problem of antibiotic resis-
tance of pathogens. One of the preferential mechanisms
of resistance is the mutation at the active site of the anti-
biotic-target enzyme. The mutation of amino acid residue
at the active site (but not catalytic residues) can lead to
decreasing affinity of the drug with little effect on enzyme
activity. Whereas a single mutation in one subunit of pro-
tein-protein interfaces often destroy the protein-protein
interaction. The conservation of protein complex in this
case requires the complementary mutation in both the
subunits. The simultaneous coupled double mutation in
different subunits is much more unlikely, so it seems that
the essential amino acids of protein-protein interface are
quite conservative. Correspondingly, it is improbable that
pathogens acquire resistance for ID binding to such
amino acid residues.

From our viewpoint there are several features of such
targets for effective ID design. Low weight compounds
will be more effective when the sizes of contacted inter-
faces are relative small. In this case the binding energy of
proteins will be not too high, and the small molecule can
effectively compete with subunits. IDs would effectively
prevent protein-protein complex formations when they
interact with “hot spots” of amino acids of the interface.
Recently, a new strategy for increasing the effectiveness
of IDs was proposed. At the first step, the ID interacts with
its target noncovalently; this brings together the weakly
reactive group of the drug and the amino acid side chain
of the protein. At the second step, such contacted groups
covalently interact with each other [116]. The same strat-
egy was used to design inhibitors of dimerization to HIV
protease and Src-homology 2 domain [159, 160].

A new approach for the first step of ID design has
recently been proposed. It requires the development of
a single chain antibody against one interaction surface
of one protein and use of this antibody as a template for
design of inhibitors [161]. Recently, several compounds
that may act as inhibitors of dimerization and as dimeri-
zers were found. It was shown that some pyrrolidine
derivatives are competitive inhibitors of serum amyloid
P component (SAP) glycoprotein binding to amyloid
fibrils. These low weight compounds are also able to
dimerize SAP molecules leading to their rapid elimina-
tion in the liver [162].

Thus, compounds directed to the change of protein-
protein interactions are the reality. Functional proteom-
ics whose main aim is discovering such interactions
may play a crucial role in finding new drug targets in
future.
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